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Abstract 
Companies across almost every industry are looking to optimize their marketing strategies. 
With online advertising which is one of the marketing approaches, ad headline optimization 
is essential for attracting potential customers and increasing the achievement of the targeted 
goals (conversion rates). In this paper, we present a reinforcement learning (RL) approach to 
generate effective ad headlines using Generative Pre-trained Transformer form OpenAI's 
GPT-3 model. The GPT-3 model will generate ad headlines text based on the keywords 
provided by a reinforcement learning agent who is trained to find the best combination of 
keywords. The performance of the proposed model is evaluated based on the conversion 
rates achieved during the training process resulting in the potential to generate more 
attractive ad headlines that lead to improved conversion rates. 
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1.INTRODUCTION 
 
1.1 Literature Survey 
[1]The paper "Fine-Tuning Language Models from 
Human Preferences"[1] proposes a reinforcement 
learning approach to fine-tune pre-trained language 
models specifically GPT-2 model based on human 
preferences and its effectiveness on different tasks 
such as summarization, and question answering.  The 
Results show how effectively RL can fine-tune the 
GPT-2 model based on human preferences, and 
improve the performance on several text generation 
tasks. 
[2]The paper "Survey on Reinforcement Learning for 
Language Processing"  discusses the different types 
of RL algorithms used in language processing, such as 
policy gradient methods and Q-learning. It provides 
a survey of the use of RL to improve language 
processing tasks using different pre-trained language 
models, such as BERT and GPT-2, and how these 

models can be fine-tuned using RL to improve their 
performance on many tasks like text generation, 
dialogue systems. 
[3] "NARLE: Natural Language Models using 
Reinforcement Learning with Emotion Feedback". 
The paper proposes how can use reinforcement 
learning with emotional feedback to improve natural 
language models using a proposed approach called 
NARLE (Natural Language Models using 
Reinforcement Learning with Emotion Feedback) 
and the GPT-2 pre-trained model. This model is used 
in various tasks including text generation, and 
sentiment analysis. 
 
1.2 Objective 
Online advertising is important for businesses as it 
has become one of the most business revenue 
sources in recent years. The main problem with 
online advertising is that the advertisement reaches 
the untargeted user who is not interested in the 
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products or services they offered which leads to cost 
companies time and money spent on these 
advertisements with no revenue or any conversion 
achieved. The ad campaign in online advertising like 
google ad is a group of different ads. Each ad includes 
text headline and description which play a crucial 
role to attract the right customer. Deep learning pre-
trained models like GPT-3, have shown promising 
results in automating various tasks such as text 
generation. The objective is using reinforcement 
learning (RL) to improve the text generated by GPT-3 
which will iteratively generate ad headlines based on 
the most effective keywords provided by a 
reinforcement learning agent for optimizing the ad 
text based on the conversion they will get by user 
who viewed the ad (i.e., click on the ad, buy a 
product). 
 
1.3 Organization 
The paper is organized as follows: Section 2 describes 
the proposed model, including its architecture and 
dataset. Section 3 presents the implementation of 
the proposed model. Section 4 reports the results 
and section 5 includes the comparative study. 
Section 6 concludes the paper, and Section 7 lists the 
references. 
 

2. PROPOSED MODEL 
 
2.1 Architecture 
GPT-3 model:  is a language model that was created 
by OpenAI which can fine-tune it to handle common 
tasks such as natural language processing. 
Q-learning algorithm: The Reinforcement learning 
algorithm that learns the optimal policy by iteratively 
updating a Q-value function which will estimate the 
received rewards for taking a particular action in a 
particular state. 
AdEnvironment class: the environment in which the 
agent interacts. It is initialized with information 
about the target audience and location of the 
launched ad campaign. The environment then 
generates ad headlines using the GPT-3 model and 
evaluates their conversion rates. 
AdAgent class: The reinforcement learning agent is 
responsible for implementing the RL algorithm using 

Q-learning algorithm to select actions by defining the 
optimal keywords and update these keywords 
(actions) based on their rewards. 
Reward: The reward in this approach is 
the conversion rate which is calculated by dividing 
the number of conversions which are the targeted 
goals determined by the advisor (i.e.,  click on ads, 
complete payment process, product purchased) by 
the number of impressions which are how many this 
ad has been displayed to the user whether they 
interact with it or not. 
 

 
Fig.1: RL Architecture 
 
2.2 Dataset 
The dataset is created for training and evaluation 
purposes consisting of a list of various keywords that 
will be extracted from the generated ad headline. 
When GPT-3 generates ad text it will then extract the 
most common keywords from that text as shown in 
Figure 1. 
 

 
Fig.2: Example of the most common keywords are 
underlined in the ad headline which will be extracted 
from ad headline. 
 

3. IMPLEMENTATION 
We have implemented our proposed model using 
Python and OpenAI's GPT-3 API.  
 
A- The agent (AdAgent) is responsible for: 

AdAgent

AdEnvironemnt

Current state ( s ):
{'easy', 'beautiful', "home"}

( r ‘ )

Next state ( s’ ):
{'interior', "home's", 'design', 
'beautifully'}

Reward ( r )

Generated headline  using select action
Design your home's interior beautifully.

Action ( a ):
{'easy', 'beautiful', "home"}
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1. Suggesting top keywords from the dataset 
with the maximum Q-value in the form of 
action. 

2. Updating keywords Q-table based on the 
rewards received from the environment 
(i.e., conversion rates). 

 
B- The GPT-3 model is used for both ad headline 
generation then keyword extraction from the 
generated headlines.  

1. GPT-3 prompt to generate ad headline using 
top keywords(action) selected by agent: 

 
ad_headline_prompt = f"Generate a Google 
ad headline with a maximum of 40 characters 
for an interior design platform catering to 
homeowners. Ensure the headline follows 
SEO standards and includes the keywords: 
{keywords_list}.." 

 
2. GPT-3 prompt to extract the new keywords 

from the generated ad headline to be 
evaluated based on rewards (conversion 
rate) then add to the keywords dataset with 
the updated q-value by agent: 

 
keywords_prompt = f"Extract the important 
keywords from the following ad headline text 
and put them in a Python array:\n\nAd 
headline text: \"{headline}\"\n\nExample 
output:" 

 
C- The environment (AdEnvironment) is responsible 
for: 

1. Generating ad headlines based on the agent's 
suggested top keywords. 

2. Extracting keywords from the generated ad 
headlines. 

3. Providing a state (randomly chosen between 
0 and 1) to the agent. 

3. Training the agent for a specified number of 
episodes and updating its Q-table. 

 
The Q-table will be updated based on rewards 
(conversion rates) received. As implementing this 
system will need observing it among a long period of 

time in a real-world environment, we assign a human 
(user input)  to expect the number of conversions 
which is used to calculate the reward for 
each generated ad headline based on its quality and 
effectiveness. The purpose of updating the Q-table is 
to help the agent learn the optimal policy (i.e., the 
best keywords or actions) for generating better ad 
headlines. 
 
The equation used in the updating method is the Q-
learning update rule, which is as follows: 
Q(s, a) = Q(s, a) + α * (R + γ * max(Q(s', a')) - Q(s, a)) 
 

In our method in the code for updating q-value, It 
implements this equation as follows: 

1. Retrieve the current Q-value q_current for the 
given state and action:  
q_current = self.Q.get((state, action), 0.0). 
2. Compute the maximum Q-value q_next for the 
next state and all possible actions:  
q_next = max([self.Q.get((next_state, a), 0.0) for a in 
self.actions]). 
3. Update the Q-value for the current state and 
action based on the Q-learning update rule:  
self.Q[(state, action)] = q_current + self.alpha * 
(reward + self.gamma * q_next - q_current). 
 

This will help the agent to improve its Q-table and 
learn the optimal policy by finding the maximum Q-
value in the next state and calculating the new 
rewards. The agent then will be trained for a 
specified number of episodes, during which 
iteratively generates ad headlines and updates 
the Q function based on the conversion rates 
achieved. At the end of the training process, the 
agent's performance is evaluated based on 
the average conversion rate achieved through the 
training episodes. 
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Fig.3: This figure displays the code result for our proposed 
model. ‘Selected action’ shows the keywords (action) 
selected by the agent based on the higher q-value. Using 
these keywords, the environment using GPT-3 will 
generate the ad headline and then extract the keywords 
for the next state to be evaluated by a human assessment, 
therefore, will be rewarded based on the conversion rate 
expected by the human as shown in the table. 
 

4. RESULTS 
 
4.1 Evaluation metrics 
The average reward per episode (avgReward): is 
the total rewards divided by the total number of 
episodes. A higher value means that the agent is 
generating better ad headlines that lead to higher 
conversion rates. 
The average maximum Q-value per episode 
(avgQValue): It is calculated by dividing the total 
maximum Q-values for all episodes by the total 
number of episodes. A higher average means that 
the agent has learned better estimation for the state-
action pairs. 
The average number of actions(avgActions):  which is 
the unique keywords per episode calculated by 
dividing the total of the number of unique 
keywords in all episodes by the total number of 
episodes to shows the diversity of keywords has 
learned by agent. 
 

avgReward avgQValue avgAcnons 
0.345 0.10193603713148405 12.5 

Table.1: The model results using different evaluation 
metrics. 
 

 
Fig4. the curve shows that the conversion increased by 
episode. 
 
These results suggest that the reinforcement 
learning agent was able to learn an effective policy 
for generating ad headlines, resulting in 
higher conversion rates and more effective ads. 
However, additional evaluation and testing may be 
required to confirm the effectiveness of the 
proposed approach in real-world scenarios. 

 
 

5. COMPARATIVE STUDY 
We have conducted a comparative study to evaluate 
the performance of our proposed model against a 
traditional approach. The traditional approach 
involves generating ad headlines using GPT-3 
without any reinforcement learning-based 
optimization therefore without suggesting specific 
keywords as shown in the following prompt text: 
ad_headline_prompt = f"Generate a Google ad 
headline with a maximum of 40 characters for an 
interior design platform catering to homeowners. 
Ensure the headline follows SEO standards" 
 
The results of the comparative study shows that our 
proposed model compared to the traditional 
approach achieved more effectively generated ad 
headlines with diversity in context and more relative 
to what the advertisement should marketing to. This 
indicates the potential of our reinforcement 
learning-based approach in generating ad headlines 
that lead to improve conversion rates, therefore, 
increasing the revenue for the business. 
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Fig.5: Traditional approach 

 

 
Fig.5: Our model with the RL approach 

 
 
6. Conclusion 
In conclusion, we have presented a deep 
reinforcement learning-based approach to optimize 
ad headlines using OpenAI's GPT-3 model. Our 
proposed model iteratively generates ad headlines 
based on the keywords provided by a reinforcement 
learning agent, which is trained to find the optimal 
combination of keywords that lead to improve 
conversion rates. 
The results of our comparative study show that the 
proposed model achieves higher average conversion 
rates compared to traditional approach, 
demonstrating the potential of reinforcement 
learning-based optimization in generating an 
effective ad headlines. 
Future work could explore more advanced 
algorithms in reinforcement learning that may offer 
better performance like Deep Q-Networks (DQN) or 
Actor-Critic methods. we also can consider adding 
more features like time of day, or day of the week. 
We are looking to using GPT-3 to generate headlines 
not just based on keywords, it could also use it to 
analyze user behavior data by summarizing user 
feedback, reviews, or social media comments about 
our products and services then generate headlines 
based on these insights. Furthermore, the 
performance of the proposed model could be 
evaluated on a larger scale and in real-world ad 
campaigns. 
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Appendix 
 

 
Figure.1: setup GPT-3 API 
 
 

 
Fig.2: AdEnvironment 
 
 
 
 
 
 
 

 
Fig.3: AdAgent Class 

 
 

 
Fig.4: Training agent for 10 episode



 
 

 


